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ABSTRACT 
This paper instantly infers the gas consumption and pollution 
emission of vehicles traveling on a city’s road network in a current 
time slot, using GPS trajectories from a sample of vehicles (e.g., 
taxicabs). The knowledge can be used to suggest cost-efficient driving 
routes as well as identifying road segments where gas has been 
wasted significantly. The instant estimation of the emissions from 
vehicles can enable pollution alerts and help diagnose the root cause 
of air pollution in the long run. In our method, we first compute the 
travel speed of each road segment using the GPS trajectories received 
recently. As many road segments are not traversed by trajectories (i.e., 
data sparsity), we propose a Travel Speed Estimation (TSE) model 
based on a context-aware matrix factorization approach. TSE 
leverages features learned from other data sources, e.g., map data and 
historical trajectories, to deal with the data sparsity problem. We then 
propose a Traffic Volume Inference (TVI) model to infer the number 
of vehicles passing each road segment per minute. TVI is an 
unsupervised Bayesian Network that incorporates multiple factors, 
such as travel speed, weather conditions and geographical features of 
a road. Given the travel speed and traffic volume of a road segment, 
gas consumption and emissions can be calculated based on existing 
environmental theories. We evaluate our method based on extensive 
experiments using GPS trajectories generated by over 32,000 taxis in 
Beijing over a period of two months. The results demonstrate the 
advantages of our method over baselines, validating the contribution 
of its components and finding interesting discoveries for the benefit of 
society.   

Categories and Subject Descriptors 
H.2.8 [Database Management]: Database Applications - data 
mining, Spatial databases and GIS; 
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Urban computing; traffic pollution; gas consumption; trajectories. 

1. INTRODUCTION 
While consuming a huge amount of gas, vehicles traveling in cities 
also generate greenhouse gases (GHG), like CO2, and air pollution, 
e.g., PM2.5. Figuring out the answers to challenging questions of 
emissions, such as how much gas is consumed by vehicles in a given 
city or on a particular road, or what volume of PM2.5 is generated as 

a direct result, is strategically important to modeling urban traffic, gas 
consumption, and pollution emission, in order to help save energy and 
protect the environment [19]. For instance, if we were to know the gas 
consumption for traveling any road segment at any time, we can 
suggest cost-efficient driving routes and identify road segments where 
gas is being wasted significantly. Such knowledge can impact 
authorities’ decision making on improving a city’s transportation 
infrastructure. In the meantime, real-time estimation of emissions 
from vehicles can enable pollution alerts. In the long run, this 
information can help diagnose the root cause of air pollution. For 
example, whether reducing traffic of vehicles will significantly lower 
air pollution is still a controversial subject in developing countries. 
There is no clear method to determine the percentage of PM2.5 in a 
given air space that is generated by vehicles.  

As shown in Figure 1, we instantly estimate the total gas consumption 
and the corresponding pollution emission of vehicles traveling on any 
road segment in a city at a particular time slot, using the GPS 
trajectories of a sample of vehicles (e.g. taxicabs). Specifically, we 
first infer the average travel speed on each road segment, using sparse 
GPS data from a few vehicles. We then estimate the traffic volume 
(i.e., the number of vehicles/minute) traversing a road segment based 
on the average travel speed and other factors, such as weather and 
type of roads. Finally, the travel speed and traffic volume of a road 
segment are used to calculate the total gas consumption and vehicle 
emissions on the road, allowing us to determine the pulse of traffic, 
energy consumption, and emission levels throughout a city. 

 

Figure 1. Goals of our Work 

Our work faces three main challenges. 1) Data sparseness: We can 
only have a sample of traffic data, as many vehicles do not have a 
GPS sensor installed. Moreover, in a given time slot, only a small 
portion of road segments are traversed by GPS-equipped vehicles. 
For example, according to the statistic on Beijing’s taxi data, on 
average, only 13% of road segments are traversed by taxis in an 
hour. 2) From travel speeds to traffic volumes: The traffic volume 
on a road segment depends on multiple factors, such as the current 
travel speeds and density of vehicles, the length, shape, and capacity 
of the road, as well as weather conditions. Unfortunately, it is not 
easy to obtain enough training data to learn the mapping between 
traffic volumes and these factors. In addition, the occurrence of 
sampled vehicles on roads may be skewed from that of the entire set 
of vehicles. For example, observing more taxis on a road segment 
does not mean more occurrences of other vehicles. Consequently, 
we can neither use the sampled traffic as a training set to learn the 
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aforementioned mapping, nor simply multiply a factor to the 
volume of sampled vehicles. 3) Real-time and citywide: To enable a 
valuable service, e.g., enabling air pollution alerts, it is better to 
have real-time information about traffic, gas consumption and 
emissions, with a city scale. This calls for a knowledge discovery 
ability that is both efficient (i.e., providing information on the entire 
city a few minutes after receiving the data) and effective (e.g., 
consider the traffic conditions not only on a road segment 
individually but also on a road network systematically).   

Given the aforementioned challenges, existing methods for 
estimating the traffic conditions on a single road do not work well. 
For instance, traffic detection solutions [5, 7, 13] using loop sensors 
on roads and surveillance cameras are difficult to scale up to cover 
an entire city. Some approaches, e.g., fundamental diagram [1, 3], 
need a lot of training data, or are not applicable to a complex road 
network [2]. Conventional models using floating car data to 
estimate traffic conditions do not tackle the data sparsity problem 
well, which cannot be simply solved by interpolation [18] or just 
using historical patterns [2] either (refer to the related work section 
for details). Our research makes three main contributions: 

 We infer the travel speed of a road segment throughout a 
city, using a model (titled TSE) based on a context-aware 
matrix factorization. TSE incorporates historical traffic 
patterns, the correlation between different times of day, and 
physical features of a road (such as the length), in a 
framework of collaborative filtering, to tackle the data 
sparsity problem.  

 We propose an unsupervised graphical model for traffic 
volume inference (titled TVI) on a road segment in a given 
time slot. TVI considers multiple factors, such as physical 
features of a road, travel speed, variance in speed, and 
weather conditions, in a Bayesian Network.  

 We evaluate the effectiveness and efficiency of our method 
with extensive experiments, using GPS trajectories generated 
by 32,670 taxis over a period of two months. Our method 
outperforms baselines significantly. We have share a sample 
of the experimental data at [20].  

The rest of the paper is organized as follows. Section 2 overviews 
our method. We detail the methodology in Section 3 and evaluate 
our approach in Section 4. After reviewing related work in 
Section 5, we conclude this paper in Section 6. 

2. OVERVIEW 
Definition 1: Trajectory. A spatial trajectory ܶݎ is a sequence of 
time-ordered spatial points, ܶݎ: ଵ ՜ ଶ ՜ ڮ ՜  , where each 
point has a geospatial coordinate set ݈ and a timestamp  ,ݐ ൌ ሺ݈,  .ሻݐ

Definition 2: POI. A point of interest POI is a venue (like a school 
and shopping mall) in the physical world, having a name, address, 
coordinates, category, and other attributes.  

Definition 3: Road Network. A road network ܴܰ is comprised of a 
set of road segments ሼݎሽ connected among each other in a graph 
format. Each road segment ݎ is a directed edge having two terminal 
points, a list of intermediate points describing the segment, a length 
.ݎ ݈݁݊, a level ݎ. .ݎ a direction ,(e.g., a highway or a street) ݒ݈݁  ݎ݅݀
(e.g., one-way or bi-directional)  and the number of lanes ݎ. ݊.  

Figure 2 presents the framework of our method, which is comprised 
of five major components: trajectory mapping, context extraction, 
travel speed estimation, traffic volume inference, and energy & 
emission calculations, which will be elaborated respectively in 

Section 3. We first map the GPS trajectories received in the current 
time slot onto a road network using a map-matching algorithm [6], 
and then calculate the travel speed on the road segments covered by 
trajectories. We also extract road features from map data, like Points 
of Interests (POI) and road networks, and traffic patterns from 
historical trajectories. The road features and traffic patterns are used 
as context to improve the accuracy of travel speed estimation, which 
computes the average travel speeds of road segments that are absent 
of trajectory data through a context-aware matrix-factorization 
approach. The road features and inferred travel speed as well as 
other features (like weather conditions) are then employed as 
observations in a graphical model to infer traffic volumes on a road 
segment. Finally, employing existing equations from environmental 
science, we calculate the gas consumption and emission on each 
road segment. 

 
Figure 2. Framework of our method 

3. METHODOLOGY 
3.1 Trajectory Mapping 
The trajectory mapping component receives GPS trajectories from 
vehicles and projects each trajectory onto a road network using a 
map-matching algorithm [6]. This component also calculates the 
average travel speed for road segments currently covered by the 
trajectory data received. As shown in Figure 3, three vehicles 
travel four road segments ݎଵ ଶݎ , ଷݎ ,  and ݎସ , generating three 
trajectories ܶݎଵ ଶݎܶ , , and ܶݎଷ . After map-matching, each point 
from a trajectory is mapped onto a road segment. Then, we can 
calculate the travel speed for each point based on Equation 1,   

ଵݒ               ൌ .ଵሺݐݏ݅ܦ ݈, .ଶ ݈ሻ .ଶ| ݐ െ .ଵ ⁄|ݐ ,          (1) 

where ݐݏ݅ܦ  is a function calculating the road network distance 
between two points. Likewise, we can calculate the travel speed 
for other points and then compute the average and variance of 
travel speed of a road segment as Equation 2 and 3.  

ҧݒ                                 ൌ ∑ ݒ

 ݊⁄ ;                              (2) 

                                ݀௩ ൌ ∑ ሺ௩ି௩തሻమ



 ,                          (3) 

 
Figure 3. Calculating the average travel speed of a road segment 

Trajectory MappingContext Extraction

Travel Speed Estimation

Traffic Volume Inference

Energy and Emission Calculation

Road Traffic 
Patterns Mr

Historical Region 
Traffic Patterns MG

Points of Interests

Road Networks

GPS Trajectories

Road Features 
fr

Instant Regional 
Traffic M’G

Instant Traffic on 
Roads M’r

POI Features fp

Speed V

Volume N

Speed Variance Dv

Weather w

Gas Consum. GHG Emission



For instance, the average travel speed of ݎଵ is ሺݒଵ  ଶݒ  ସሻݒ 3⁄ . To 
ensure the quality of the calculated average speed, we require a road 
segment to be traveled by vehicles for certain times (e.g., 3 times in 
the experiments). Otherwise, the road segment is considered absent 
of data and will later be inferred by our method. The average speed 
and variance formulate a road segment’s traffic conditions, which 
will be used in both travel speed estimation and traffic volume 
inference components.  

3.2 Context Extraction 
This component generates two categories of knowledge. One is a set 
of physical features extracted from POI and road network databases, 
describing the geographic contexts of a road segment. The other is 
the traffic patterns learned from historical trajectories, revealing the 
correlation between different time slots. 

Physical features of a road: As shown in Figure 3 A), the physical 
features of a road segment ݎ further consist of three parts:  

 
Figure 3. Context Extraction 

1) Road network features ݂: ݎ. .ݎ ,݈݊݁ .ݎ ,ݒ݈݁ .ݎ ,ݎ݅݀ ݊, the number of 
connections, and a tortuosity ߬, which is the ratio between ݎ. ݈݁݊ and 
the Euclidian distance between the two terminals of ݎ  . In this 
example, ݎଵ has two connections on one terminal and three on the 
other; ݎଵ. ߬ ൌ .ଵݎ ݈݁݊ ݀ଵ⁄ .   

2) POI features ݂: For a road segment ݎ, from the POIs around ݎ’s 
terminals (e.g., within a disc of 200 meters), we calculate the 
distribution of POIs across 10 categories: Schools, Companies & 
Offices, Banks & ATMs, Malls & Shopping, Restaurants, Gas stations 
& Vehicle services, Parking, Hotels, Residences, Transportation, and 
Entertainment & Living Services. The 10 POI categories are mined 
from POI and road network datasets, co-occurring with road segments 
most frequently. For instance, the ݂ of ݎଵ is (0, 0, 1, 1, 0, 1, 0, 0, 2, 0). 
The feature is further normalized into a distribution.  

3) Global position feature ݂: This feature basically indicates which 
part of the city a road segment falls in. For instance, if we partition a 
city into 4ൈ4 grids, the ݂  of a road segment located in ݃ can be 
represented by the IDs of its eight neighbors, i.e., (1,1,1,0,1,0,1,0, 
1,1,1,0,0,0,0,0), as illustrated in Figure 3 B). If two road segments are 
geographically close to each other, their ݂ will be similar.  

We place ݂, ݂, and ݂ of each road segment into a matrix ܼ, where 
each row denotes a road segment and a column represents a kind of 
feature. ݂ and ݂ represent the local features of a road segment, while 

݂ captures a road segment’s global geo-position. The general idea is 
that road segments with similar ݂ and ݂could share a similar traffic 
condition. If their ݂  is also similar (i.e., close to each other), they 
would have a more similar traffic condition.  

Traffic Patterns: While the physical features of a road segment are 
static, we also extract from historical trajectories two matrices ܯ and 
  that respectively represent fine and coarse-grained traffic patternsܯ
changing over time of day. Specifically, as shown in the bottom of 
Figure 3, a row of ܯ denotes a time slot (e.g., 2pm-2:10pm), and a 
column stands for a road segment. Each entry in ܯ  contains the 
average traffic condition (ݒҧ, ݀ݒ) on a particular road segment and in a 
particular time slot, calculated based on the historical data over a long 
period (e.g., 2 months). The similarity between two rows reveals the 
correlation between two time slots. Likewise, matrix ீܯ  reflects coarse-
grained traffic patterns in a city, where a row stands for a time slot and a 
column denotes a grid cell. For example, as shown in Figure 3 B), we 
partition Beijing into 16 disjoint grids, each of which contains some 
road segments. Each entry of ீܯ  is the average number of vehicles 
traversing a specific grid cell in a particular time slot, calculated based 
on the data over a long period of time. In contrast to ܯ, ܯ is a higher-
level but denser representation of traffic patterns. To model the traffic 
patterns more accurately, we can maintain ܯ  and ܯ  which 
correspond to workdays and holidays, respectively. 

3.3 Travel Speed Estimation (TSE) 
This component estimates the traffic condition (ݒҧ, ݀ݒ) on each road 
segment, using recently received trajectory data and contexts 
(extracted in Section 3.2) in a framework of collaborative filtering.  

As illustrated in Figure 4, we formulate three matrices ܺ, ܻ, and ܼ, 
where ܺ ൌ ܯ||Ԣܯ , ܻ ൌ ீܯ||Ԣீܯ , and ܼ  contains the physical 
features of roads. Specifically, ܯԢ and ܯԢீ are matrices built based 
on the recent trajectory data received from ݐ to ݐ  (e.g., 1pm-3pm), 
where ݐ  is the current time slot. ܯ  and ீܯ  are the traffic pattern 
matrices built over a long period of time, corresponding to the same 
time slots from ݐ to ݐ. In the implementation, we build ܯ and ீܯ  
of an entire day in advance and retrieve the entries from ݐ to ݐ when 
constructing ܺ and ܻ (refer to the broken line box in the bottom of 
Figure 3). Given the above settings, the goal of estimating current 
traffic conditions on a road network can be converted into filling the 
missing values in row ݐ of ܯԢ with the help of  ܯ,  ܻ and ܼ. 

 
Figure 4. Context-aware Matrix Factorization-based CF 

Basically, we can achieve this goal through solely factorizing ܯԢ 
into the product of two low-rank matrices based on the non-zero 
entries of ܯԢ . However, as we mentioned before, ܯԢ   has very 
few non-zero entries due to the data sparsity problem. So, the 
approximation of ܯԢ  by solely factorizing itself is not accurate 
enough. To tackle the data sparsity problem, we incorporate another 
two context matrices ܻ  and ܼ , where ܻ  models the temporal 
correlations between different time slots and ܼ  models the 
geographical similarity between two different road segments. 
Intuitively, ܯԢ and ܯԢீ represent current traffic conditions in a city, 
and  ܯ  and ீܯ  denote historical traffic patterns. Putting ܯԢ 
together with ܯ (and ܯԢீ together with ீܯሻ reveals the deviation 
of current traffic conditions from the corresponding traffic patterns. 
Additionally, ܯ and ீܯ  built over a long period of time are much 
denser than the recently received data. As a result, the formulation 
of ܺ and ܻ can help tackle the data sparsity problem.  

More specifically, we can decompose ܺ,  ܻ and ܼ as follows: 

    ܻ ൎ ܶ ൈ ሺܩ; ܺ  ;ሻ்ܩ ൎ ܶ ൈ ሺܴ; ܴሻ்;  ܼ ൎ ܴ ൈ  (4)     ,்ܨ
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where ܶ, ,ܩ ܴ, and ܨ are low-rank matrices representing the latent 
factors; ܺ and ܻ share latent factor ܶ; ܺ and ܼ share latent factor 
ܴ. As ܻ and ܼ can be built from other data sources, e.g., historical 
trajectories and map data, they are much denser than ܺ . 
Consequently, ܻ  and ܼ  can improve the accuracy of the 
approximation, if we factorize  ܺ,  ܻ and ܼ collaboratively. After 
the factorization, we can recover ܺ through the production of ܶ 
and ሺܴ; ܴሻ். The objective function is defined as Equation 5. 

,ሺܶܮ ܴ, ,ܩ ሻܨ ൌ
ଵ

ଶ
||ܻ െ ܶሺܩ; ሻ்||ଶܩ 

ఒభ

ଶ
||ܺ െ ܶሺܴ; ܴሻ்||ଶ 

ఒమ

ଶ
||ܼ െ ଶ||்ܨܴ 

ఒయ

ଶ
ሺ||ܶ||ଶ  ||ܴ||ଶ||ܩ||ଶ   ଶሻ,           (5)||ܨ||

where צ·צ denotes the Frobenius norm. The first three terms in the 
objective function (5) control the loss in matrix factorization, and the 
last term controls the regularization over the factorized matrices so as 
to prevent over fitting.  In general, the objective function is not jointly 
convex to all the variables ܴ, ܶ, ܩ , and ܨ. That is, we cannot get 
closed-form solutions to minimize the objective function. Therefore, 
we iteratively minimize the objective function according to the 
gradient descent algorithm shown in Figure 5. Specifically, we have 
the gradients (denoted as) for each variable:  

ܮ்  ൌ ሾܶሺܩ; ሻ்ܩ െ ܻሿሺܩ; ሻ்ܩ  ;ଵሺܶሺܴߣ ܴሻ் െ ܺሻሺܴ; ܴሻ்      ,ଷܶߣ

ܮோ        ൌ ;ଵሾܶሺܴߣ ܴሻ் െ ܺሿ்ܶ  ்ܨଶሺܴߣ െ ܼሻ்ܨ      ,ଷܴߣ

ܮீ        ൌ ൫ܶሺܩ; ሻܶܩ െ ܻ൯
்

ܶ   (6)                                          ,ܩଷߣ

ܮி        ൌ ்ܨଶሺܴߣ െ ܼሻ்ܶ   .ܨଷߣ

Algorithm TSE 
Input: Incomplete matrix ܺ, context matrices ܻ and ܼ  
Output: Complete matrix ܺ. 
ݐ  .1 ൌ 1; 
2.  While (ݐ ൏ ܰ and ܮ௧ െ ௧ାଵܮ  ߳)         // N is #(max iterations) 
3.       Get the gradients 

்
ோ ,

ீ ,
, and ி

 by Eq.(6); 
ߛ       .4 ൌ 1; 
5.       While  
ሺܮ           ௧ܶ െ ߛ

்
, ܴ௧ െ ோߛ

, ௧ܩ െ ீߛ
, ௧ܨ െ ிߛ

ሻ  ሺܮ ௧ܶ, ܴ௧, ,௧ܩ   ௧ሻܨ
ߛ                     .6 ൌ ߛ 2⁄ ;        // search for the maximal step size 
7.       ௧ܶାଵ ൌ ௧ܶ െ ߛ

்
, ܴ௧ାଵ ൌ ܴ௧ െ ோߛ

 and  
௧ାଵܩ       .8 ൌ ௧ܩ െ ீߛ

௧ାଵܨ  , ൌ ௧ܨ െ ிߛ
; 

ݐ       .8 ൌ ݐ  1; 
9.   Return ܺ; 

Figure 5. Model for travel speed estimation 

3.4 Traffic Volume Inference (TVI) 
3.4.1 Model Description 
Intrinsically, there exists a certain relationship, e.g., fundamental 
diagram, among traffic speed, volume and density. Yet to quantify 
this relationship accurately requires a large amount of traffic 
volume data. As many road segments are not equipped with in-
road devices, collecting such training data with a city-scale is very 
costly. Thus, it is impractical to use supervised learning 
algorithms to learn the relationship. In addition, the occurrence of 
the sampled vehicles (e.g., taxis) on a road segment may be quite 
different from the entire set of vehicles, though their travel speed 
could be similar. In other words, observing more taxis on a road 
segment does not deduce more occurrences of other vehicles. 
Given this, we cannot infer the total volume of traffic directly 
based on the sampled traffic data. To address this issue, we 
propose an unsupervised graphical model, TVI, based on a 
partially observed Bayesian Network.  

Figure 6 presents the graphical structure of TVI model, where a 
gray node denotes a hidden variable and white nodes are 
observations. Note that we can train only one TVI model using the 

data of all road segments. The model is then applied to infer the 
traffic volume for each road segment respectively. Specifically, the 
traffic volume on each road lane ܰ (i.e., the number of vehicles per 
minute per lane) of a road segment is influenced by four major 
factors, consisting of the weather conditions ݓ, time of day ݐ, the 
type of road ߠ, and the volume of observed sample vehicles ௧ܰ . 
Furthermore, a road’s ߠ  is co-determined by its road network 
features ݂  (such as ݎ. ݈݁݊ ), global position feature ݂ , and 
surrounding POIs ߙ which is influenced by ݂ and the total number 
of POIs ܰ ҧݒ .  and ݀ݒ  are the average travel speed and speed 
varriance, respectively, inferred by TSE model. ݒҧ is determined by 
  .ҧݒ is co-determined by ௧ܰ, ܰ, and ݒ݀ .ݓ ܰ, and ,ߠ

 
Figure 6. The graphical structure of TVI model 

3.4.2 Learning  
Due to the hidden nodes, the conditional probability of ܰ cannot 
be drawn simply by counting the occurrence of each condition. 
Hence, we use the Expectation-Maximization (EM) algorithm to 
learn the parameters in an unsupervised manner, i.e., without 
knowing the value of traffic volume ܰ, as shown in Figure 7.  

Algorithm 2: Parameter Learning of TVI 
Input: Bayesian Network structure; observed evidences ܧ 
Output: Conditional probability ܲሺܱ|ܲܽሺܱሻሻ of each node ܱ 
1. Randomly initialize ܲሺܱ|ܲܽሺܱሻሻ for each node ܱ 
2. While ܲሺܱ|ܲܽሺܱሻሻ does not converge 
3.        Foreach evidence ݁ ൌ ሺ ݂, ݂, ݂, ܰ, ,ݐ ,ݓ ௧ܰ, ,ഥݒ ݀௩ሻ ܧ א 
4.              Foreach value of ݄ ൌ ሺߙ, ,ߠ ܰሻ א  ܪ
5.                    ܲሺ݄, ݁ሻ ՚ ܲ൫ߙห ݂, ܰ൯ܲ൫ߠหߙ, ݂, ݂൯ ൈ 
                       ܲሺ ܰ|ߠ, ,ݐ ,ݓ ௧ܰሻܲሺݒഥ| ܰ, ,ߠ |ሻܲሺ݀௩ݓ ܰ, ௧ܰ ,  ഥሻݒ
6.               Foreach value of ݄ ൌ ሺߙ, ,ߠ ܰሻ א  ܪ
7.                    ܲሺ݄|݁ሻ ՚ ܲሺ݄, ݁ሻ/ ∑ ܲሺ݄, ݁ሻאு ;  
8.        Foreach node ܱ 
ߩ               .9 ՚ the occurrences of ሺܱ, ܲܽሺܱሻሻ; 
10.             ܲሺܱ|ܲܽሺܱሻሻ ՚ ߩ/the occurrence of ܲܽሺܱሻ; 
11. Return ܲሺܱ|ܲܽሺܱሻሻ

Figure 7. Parameter learning algorithm of TVI 

At the beginning part, this algorithm sets the parameters, i.e., the 
conditional probabilities, e.g. ܲ൫ߙห ݂, ܰ൯  and ܲሺݒҧ | ܰ, ,ߠ ሻݓ , 
with random values. In the E-step (Line 4-7), we call exact 
inference method, i.e., use the simple Bayesian rule, to compute 
the values of the hidden nodes ሺߙ, ,ߠ ܰሻ for each instance of the 
observed data. This is actually an inference process. In the M-step 
(Line 8-10), by scanning the inferred results from the E-step, the 
algorithm recalculates the conditional probabilities, which will 
replace the old parameters. Keep iterating until the parameters 
converge, we learn a solution for the unknown parameters.  

3.4.3 Discretization 
All the variables in our model are discretized. This reduces the 
inference difficulty, while ensuring the inferred results are 
statistically useful for gas consumption and emission calculation.  

Some nodes are discretized based on commonsense knowledge. 
For example, speed ݒҧ  has 7 categories, i.e., [0,10), [10,20), 
[20,40), [40,60), [60,80), [80,120), [120, ~) km/h, corresponding 
to different traffic conditions like free flow and congestion. 
However, it is difficult to find a proper discretization for traffic 



volumes (on each lane) ܰ , as we do not really have prior 
knowledge on how big ܰ could be on different road segments.  

To address this problem, we record 358 video clips on 50 road 
segments at different times of day, and then manually counted the 
number of vehicles passing these road segments in a given time slot 
(i.e. the true traffic volume) (see Table 3 for details) by replaying the 
video clips. A simple method is to discretize the traffic volume data 
uniformly according to the range identified from the collected 
observations. However, the observations are too limited to reveal the 
true upper bound of the possible volume on road segments. In 
addition, road segments of different levels may have very different 
upper bound of traffic volumes. So, we employ the observed true 
volumes to fit a curve that reveals the distribution of the traffic 
volumes on different levels of road segments. Then, the fitted 
distribution is used as a guidance for the discretization of ܰ. 

As shown in Figure 8, the black data points indicate the observed true 
volumes, which have been projected onto buckets with a width of 2, 
i.e., [0, 2), [2, 4), and so on. Significant difference can be observed 
among the three road levels because of the different road features, 
such as speed limits and number of lanes. For example, the volume of 
level 0-1 roads centers in the range of [10, 40), while most volume 
data of level 3 roads is smaller than 10. To model the traffic volumes 
on different roads more accurately, we fit a dedicated distributions for 
each level of road segment (level 0 and 1 share the same distribution 
as both of them denote highways in Beijing). We adopt normal 
distribution 

݂ሺݔ; ,ߤ  ሻߪ ൌ
ଵ

ఙ√ଶగ
exp ሺെ

ሺ௫ିఓሻమ

ଶఙమ ሻ                 (7) 

to fit the observed volume data. The parameters are shown in 
Figure 7, e.g., 21.6=ߤ and 6.38=ߪ are good fits for level 0-1 roads 
(p-value > 0.05 in a chi-square test).  

 
Figure 8. Fitting volume distribution for different road levels  

The observations on these road segments can fit the distribution of 
traffic volume w.r.t. a level of roads for two reasons. First, the 
selected road segments of a level have a diversity of features 
(such as length) and traffic volumes. Second, we evenly select the 
observations from each road segment and in different time slots 
(82, 163, and 54 observations for level 0-1, 2, and 3 respectively).  

Given the fitted distribution of a road level, we find a group of 
splitting points ݉, ݉ଵ, ڮ , ݉ହ  that divide the traffic volume into 
five categories (ܿଵ, ܿଶ,…, ܿହ), such that  ݂ሺݔ; ,ߤ  ሻߪ



షభ
dݔ ൌ 0.2, 

where ݉ିଵ and ݉ are the left and right boundary of category ܿ’s 
range respectively; ݉ ൌ 0, ݉ହ ൌ ∞. The five categories may 
stand for tiny, small, median, big, and very large traffic volumes. 

3.4.4 Inference 
For a more accurate inference, we train three different models for 
road segments of level 0-1, level 2, and level 3 respectively, based 
on the data of the corresponding level. Given a road segment ݎ, 
we select a model according to ݎ. ݒ݈݁  and then infer its traffic 
volume ݎ. ܰ according to the E-step in Line 4-7 of Algorithm 2. 
The output of the inference is a probability distribution over the 5 
discretized volume categories.  

We choose ܽݔܽ݉݃ݎאሼభ,ڮ,ఱሽܲሺ ܰ א ܿሻ as the inferred category 
and convert the category ܿ to a real traffic volume according to 
the corresponding volume distribution ݂ሺݔ; ,ߤ   ሻ and the inferredߪ
probability ܲሺ ܰ א ܿሻ. Specifically, we find the value ܰ (in ܿ’s 

range) such that ܲሺ ܰ א ܿሻ ൌ  ݂ሺݔ; ,ߤ  /ݔሻ dߪ
ேೌ

 0.2, where ݉ is 
the left boundary of ܿ’s range, and 0.2 is the total probability of 
category ܿ. The total traffic volume on a road segment ݎ equals 
.ݎ ܰ ൈ .ݎ ݊. 

3.5 Energy and Emission Calculation 
The information of traffic speed and volume can be further 
exploited for estimating real-time gas consumption and emissions 
on road surfaces. Different models are available in environmental 
science, which quantify the relationship between emissions and 
speed, as well as other factors, based on large amounts of data. 
The most frequently used models include MOBILE and COPERT, 
which have been developed by scientists in the USA and Europe 
respectively [11]. We use COPERT model [8] because vehicles in 
Beijing currently adopt European-3 standards [14]. 

In the COPERT model, traffic emissions consist of three parts, 
namely hot emissions, cold start emissions, and evaporative 
emissions. Hot emissions occur when the engine is at its normal 
mode, which is the general condition for a running vehicle and 
thus is our major concern. Cold start emissions denote emissions 
from transient engine operation, and evaporative emissions come 
from refueling and temperature changes. The latter two parts are 
omitted in our estimation due to lack of data; they are also of less 
significance in overall emissions [2].  

Hot emission factor (EF), the amount of pollutant a single vehicle 
emits per kilometer (g/km), is calculated as a function of travel 
speed ݒ ሺkm/hሻ. The generic function is 

ܨܧ        ൌ ሺܽ  ݒܿ  ଶሻ/ሺ1ݒ݁  ݒܾ   ଶሻ.              (8)ݒ݀

The parameters are given in Table 1 to calculate different kinds of 
emissions and gas consumption, which applies for Euro 3 
passenger cars (gas consumption calculation additionally requires 
a vehicle capacity of 1.4-2.0L). Although diversity of vehicles 
will slightly influence the computation, the results are still 
statistically useful as we select the most representative cars in the 
calculation. As for other pollutants like CO2 and PM2.5, their 
emission factors are proportional to fuel consumption (FC). For 
instance, the conversion factor of CO2 is 3.18 for gasoline, i.e., 

2ܱܥܨܧ
ൌ 3.18 ൈ ܥܨܨܧ ; for PMଶ.ହ  the conversion factor is 

3 ൈ 10ିହ.  The overall emission on a certain road ݎ is: 
ܧ                              ൌ ܨܧ ൈ .ݎ ܰ ൈ .ݎ ݊ ൈ .ݎ ݈݁݊,                      (9) 

Table 1. Pollution emission parameters of COPERT model [8] 
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4. EXPERIMENTS 
As the model introduced in Section 3.5 has already been tested in 
environmental research, we focus on evaluating TSE and TVI. 

4.1 Settings 
4.1.1 Datasets 
Road networks: We use the road network of Beijing, which is 
comprised of 148,110 nodes and 196,307 edges. The road network 
covers a 40 ൈ 50km spatial range, with a total length (of road 
segments) of 21,895km. Road segments with level 0 and 1 are 
highways. The bigger the level number is, the smaller the road is.    

POIs: The datasets consist of 273,165 POIs of Beijing, which are 
classified into 195 tier two categories. We only choose the top 10 
categories that are located nearby road segments most frequently.    

GPS Trajectories: We use GPS trajectories generated by 33,000 
Beijing taxis over a period of 47 days. The number of GPS points 
reaches 673,469,757, and the total length of the trajectories is over 
26,218,407km. The average sampling rate is 96 seconds per point. 

After projecting the trajectories onto the road network, we come up 
with the statistics shown in Table 2. “% covered/time slot” denotes 
the proportion of road segments traveled by at least one taxi in a 
given time slot (we set 10 minutes a time slot in the following 
experiments). The last row of Table 2 presents the average number 
of traverses by taxis in a time slot. Figure 9 A) presents the 
proportion of road segments traveled by taxis at different times. 
Even during the peak hours, the proportion is only about 20% on 
workdays and 17.5% on holidays, respectively. In reality, the travel 
speed derived from only one taxi’s trajectory (i.e., sup=1) is not 
reliable. If counting the number of road segments traveled by three 
taxis (i.e., sup=3) in a time slot, the proportion decreases to 8% on 
workdays and 5% on holidays, respectively. Figure 9 B) further 
shows the proportion changing over the number of traverses. For 
example, over 90 percent of road segments are traversed by less 
than 5 taxis in a time slot. The data presented in Table 2 and Figure 
9 reveals the sparsity problem we are facing. 

Table 2. Statistics on Beijing road network with mapped trajectories 

 Level 0,1 Level 2 Level 3 others 
Num. of segments 5,061 29,803 142,865 18,578 
Total length  1,448km 3,537km 14,747km 2,164km 
% covered /time slot 9.97% 7.02% 2.07% 2.94% 
# of travels/time slot 1.08 0.42 0.11 0.20 

  
Figure 9. Sparseness of mapped trajectories. 

4.1.2 Baselines and Ground Truth 
KNN: This baseline uses the average speed and traffic volume of 
the nearest 3 neighbors to represent a road segment’s values. 

Kriging is a spatial prediction method with the best linear unbiased 
estimator [17]. Given a few detected neighbor points ݔሺ1  ݅  ݊ሻ, 
Kriging uses a weighted linear combination estimator to predict an 
unknown point ݔ  as follows: ܼכሺݔሻ ൌ ∑ ߣ


ୀଵ ܼሺݔሻ , where 

ܼሺݔሻ is a value of location ݔ, ߣ is a weight, and ݊ is the number 
of samples. Using a Kriging model with a linear kernel, we 

interpolate the travel speed of a road segment (absent of taxis) based 
on its 5 nearest neighbors with data.  

Ground Truth: When evaluating TSE, we randomly remove 30% 
of the non-zero entries from ܯԢ’s last row (i.e., the current time 
slot) and predict their values using different methods. The 30 
percent non-zero entries are then used as a ground truth to 
measure the accuracy of the predicted values by RMSE (root 
mean square error), which is defined as  

ܧܵܯܴ ൌ ට∑ ሺ௬ି௬ഢෝ ሻమ



                                (10) 

where ݕపෝ is a prediction and ݕ is the ground truth.  
The ground truth of TVI is collected as introduced in Section 
3.4.3. We calculate the mean absolute error (MAE) of volume on 
each lane (i.e., number of vehicles per minute per lane) as 

ܧܣܯ ൌ หݎ. ܰ െ .ݎ ܰห                             (11) 

and the mean relative error (MRE) as 

ܧܴܯ ൌ
∑ |.ேೌି.ேೌ |ൈ.ೝאೃಿ

∑ .ேೌೝאೃಿ ൈ.
                         (12) 

where ݎ. ܰ is the ground truth of traffic volume on road ݎ’s each 
lane and ݎ. ܰ   is the prediction; ݎ. ݊ is the number of lanes in ݎ.   

Table 3. Ground truth collected for evaluation 
Time 7:00 ~ 10:00 10:00~16:00 16:00~20:00 after 20:00 total 

Lev. 0,1 2 3 0,1 2 3 0,1 2 3 0,1 2 3  
Holi 0 0 0 6 14 4 6 8 1 4 6 0 49 

Work 7 28 8 29 74 9 28 92 7 6 17 4 309 

Total  43 136 142 37 358 

4.1.3 Configuration of Models 
We set 10 minutes as a time slot in our experiment. We partition a 
city into 4ൈ4 grids and calculate the global position feature ݂ and 
historical traffic pattern ܯ (we try different numbers for a partition, 
finding that 4 ൈ 4 is slightly better than others). During the 
experiments, we also found that using 6 time slots (1hour) to 
formulate ܯԢ and ܯԢ results in a relatively higher accuracy. We 
tried a dynamic extension of our TVI model, and experiment shows 
that TVI runs much faster without significant accuracy loss. 
Therefore we keep using the static TVI model in our experiments.  

4.2 Evaluation on TSE 
In Table 4, we compare the overall performance of TSE with the 
baseline method that only factorizes current traffic data ܯԢ , 
denoted as MF(ܯԢ), or that combines geographic features ܼ with 
Ԣܯ , denoted as MF(ܯԢ  ܼ ), or that combines the temporal 
correlation between different time slots of ܯԢீ  with ܼ  and ܯԢ , 
denoted as MF(ܯԢ  Ԣܯ  ܼ). As a result, TSE outperforms all 

the baselines in terms of RMSE of ݒҧ and ݀ݒ. The historical traffic 
patterns that TSE incorporates are very helpful, bringing a 
significant decrease of RMSE (about 0.5) over MF(ܯԢ  Ԣܯ 
ܼ). In addition, TSE has very good efficiency, much more so than 
Kriging. By only using one server (with 4-core, 3.4GHz CPU and 
8GB RAM), TSE can infer the travel speed of every single road 
segment in Beijing within 22 seconds.  

Table 4. Overall performance of different methods 

Methods RMSE of ࢜ഥ RMSE of ࢜ࢊ Time (sec) 
MF(ܯԢ) 2.172 1.833 2.2 
MF(ܯԢ  ܼ) 1.939 1.385 18.2 
MF(ܯԢ  Ԣܯ  ܼ) 1.908 1.314 20.2 
TSE  1.369 1.035 22.2 
Kriging 2.340 1.300 1,000 
KNN 3.360 1.590 0.14 
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Figure 10 A) further explores the performance of TSE changing 
over time of day.  As there are only a few taxis traveling on road 
surfaces after 10pm and before 8am (see Figure 9 for a proof), the 
corresponding estimation error is bigger than other time slots. As 
time goes by, we observe more taxis in the road network (i.e., 
more road segments are covered by trajectories). Consequently, 
the RMSE decreases and reaches its best performance at 4pm. 
While the number of taxis is approaching to its peak at 4pm, the 
traffic conditions start stepping into congestions. If focusing on 
estimating the gas consumption and pollution in daytime, our 
model is more accurate than the results presented in Table 4.   

  
         A) Changing over time of day               B)   Changing over speed 

Figure 10.  Exploration of TSE’s effectiveness 

Figure 10 B) shows the RMSE of TSE changing over the (real) 
travel speed of a road segment to be estimated. Intuitively, a high 
speed indicates a good traffic condition, in which people have more 
flexibility in traveling with different speeds. As a result, the 
variance of speeds (݀ݒ) on a road segment can be big and become 
relatively difficult to estimate. In addition, the number of road 
segments that allow a high travel speed is small, making it difficult 
for TSE model to fill in missing values. However, a highway 
(  90km/h) usually has the lowest driving speed constraint, or 
people have the concern in mind when traveling on it. This will 
reduce the flexibility of driving at different speeds, possibly leading 
to the drop of RMSE after 90km/h in Figure 10 B).  

Table 5. Effectiveness of TSE on different levels of road segments 

RMSE level 0-1 level 2 level 3 level >=4 
Speed 2.575 1.189 0.977 1.612 

Variance 1.526 1.128 0.628 1.234 

We further explore the performance of TSE on different levels of 
road segments in Table 5. It is worth noting that TSE has a good 
performance on level 2 and 3 road segments, which covers 88.5% 
of Beijing’s road network. These road segments do not usually 
have a loop sensor. So, it is important to have a method like TSE 
that can infer the travel speed on such road segments.  

4.3 Evaluation on TVI 
Table 6 presents the overall performance of TVI. Using the test 
data presented in Table 3, we compare TVI with six baselines: we 
first study not using the variance of speed ݀ݒ (TVI w/o ݀ݒ) and 
weather conditions ݓ  (TVI w/o ݓ ) in our model, and then 
compare TVI with several existing methods, e.g., linear regression 
(LR) and fundamental diagram (FD). 

Clearly, TVI has better performance beyond TVI w/o ݀ݒ and TVI 
w/o ݓ. As traffic conditions depend on the weather condition, e.g., 
on rainy days the traffic speed is much slower and thus traffic 
volume is smaller, information on weather conditions does help 
improve inference accuracy. Besides, having ݀ݒ together with ݒҧ, 
we can better reveal the traffic conditions on road segments, 
thereby inferring traffic volumes more accurately. According to 
the efficiency study, TVI is very efficient, inferring the traffic 
volume in Beijing’s road network in 0.84 seconds, (i.e., 7ݏߤ each).  

Table 6. Overall performance of TVI 

Methods MAE MRE Inference time (us/road) 
TVI 3.01 29% 7.27  
TVI w/o ݀7.18 %31 3.19 ݒ 
TVI w/o 7.10 %29 3.15 ݓ 
LR 3.06 27% 0.15
FD 2.66 16% 0.13 
FD-SC 3.9 42% 0.13 
FD-DC 6.7 137% 0.13 

We also compare TVI with two supervised methods, consisting of 
linear regression (LR) and Fundamental Diagram (FD), which learn 
a curve simulating the relation between the traffic volume and travel 
speed on a particular road segment based on a large volume of 
training data.  For LR, we use half of the data as a training set and 
another half for a test. W.r.t. FD, we select three road segments with 
enough labels, using half for training and half for testing. Our TVI 
model outperforms the supervised LR and has a slightly bigger error 
than FD. Note that TVI is an unsupervised model that can scale up 
to the entire road network. Designing an unsupervised method with 
an accuracy even better than a supervised approach is indeed a 
contribution.  In addition, the performance of TVI is tested based on 
the whole dataset presented in Table 1, while FD is only tested on 
three roads and LR is on half roads. Tested on the same three road 
segments, TVI has a volume error of 2.73 which is even closer to 
that of FD. It should be noted that FD needs training for each 
individual road segment, some of which may have no volume data 
at all. To address this issue, we first cluster road segments into a few 
groups in terms of their geographical features in matrix ܼ. We train 
a FD model based on the data from some road segments in a cluster, 
and then apply the model to other road segments in the same cluster 
(FD-SC). The performance decreases very quickly. If applying the 
model trained from one cluster to another cluster, the volume error 
is even bigger. These results denote that FD is not scalable to an 
entire road network.  

Table 7 further explores the performance of TVI on different road 
levels and in different type of days. It turns out that TVI has a better 
performance on level 2 road segments which are absent of a loop 
sensor but with a large volume of traffic, and thus are our major 
concerns. Additionally, TVI has a better performance on weekdays 
than weekends, as some taxi drivers do not work on weekends, and 
traffic conditions on weekends are relatively irregular and complex 
compared to weekdays.  

Table 7. Exploration of the performance of TVI  

level 0-1 level 2 Weekday Weekend 
MAE 5.55 2.23 2.97 3.28 
MRE 22% 41% 29% 30% 

Table 8 further presents the time that different components spend 
on processing the data of a time slot (i.e., 10 minutes), if we only 
use a single core of a single server. Note that we can map-match 
the trajectories of different drivers separately and infer the traffic 
volume on different road segments independently. Using five 
cores of the server to perform the map-matching and TVI in 
parallel, we can infer the travel speed, traffic volume, energy 
consumption, and pollution emission throughout Beijing’s road 
network in 1 minute.  

Table 8. Efficiency of different components of our method 

Online components   Time Offline components Time 

Map-matching 4.94min Geo-feature extraction 149s 
TSE 22.2s Historical pattern extraction 240s 
TVI (inference) 0.84s TVI learning 89s 
Total 5.32min Total 478s 
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4.4 Visualization  
Figure 11 visualizes the traffic volume, energy consumption, and 
pollution emission around Beijing Olympic Park on a weekday 
(2013/9/17 Tuesday), weekend (2013/9/21 Saturday), and public 
holiday (2013/10/2), respectively.  

 
Figure 11. Traffic volume, energy consumption and emissions around 

Beijing Olympic Park in different time slots 

As depicted in the first row, in time slot 8-9pm, the region has a 
bigger traffic volume during the weekday than during the weekend 
and holiday. This is aligned with our commonsense knowledge that 
people usually visit this region in the daytime (rather than in the 
evening) of weekends or a holiday. The large volume of traffic on a 
weekday is caused by people who drive home after work passing by 
this region. Given the same reason, in the second row of Figure 11, 
we observe more red road segments, which denotes more energy 
consumption, on the weekday than on the weekend and the national 
holiday. The latter two days generally have a similar energy 
consumption pattern except several road segments where the 
national holiday is slightly higher than the weekend. The former has 
relatively more sightseeing buses arriving at the park or more 
tourists taking taxis to this region in the evening (than the latter). On 
the contrary, in the time slot from 10 to 11am, we observe more 
energy consumption on the weekend and holiday, as many people 
drive to the park at these times for fun. On a workday, after morning 
rush hours (e.g., 8-10am), people barely drive to this place during 
working time. The emissions of PMଶ.ହ  and COଶ  have the same 
pattern as the energy consumption, just having different factors 
(3 ൈ 10ିହ and 3.18 respectively). The last row of Figure 11 presents 
the emission of ܰ ௫ܱ  in the region, where the workday has more 
emission than the weekend and national holiday in 8-9pm.    

Figure 12 demonstrates the gas consumption and emission of ܰ ௫ܱ 
around Zhongguancun area, which is a place mixed with many 
companies and entertainments, in the aforementioned three days, 

respectively. In the time slot from 3pm to 4pm, the time before 
evening rush hours, this area has less gas consumption on the 
workday than during the weekend and holiday, because people are 
still working indoors. When time goes to weekends and holidays, 
many people travel to this region for the purpose of entertainment, 
e.g., go shopping and watch a movie, leading to more energy 
consumption and emission of CO, as illustrated in the two rows of 
Figure 12. There is a movie theater, a supermarket, and two 
shopping centers located in the region marked by the broken curve.  

 
Figure 12. Gas consumption and pollution emission around 

Zhonguancun area 

Figures 13, 14 and 15 show the citywide traffic volume, gas 
consumption, and ܰ ௫ܱ emission on three types of days: weekdays, 
weekends, and public holidays. The number plotted in the three 
figures are averaged by day, respectively. Figure 13 presents the 
average traffic volume on a road segment in one minute, which 
depends on the travel speed on the road segment and the density of 
the traffic. Before 7am, a workday has a larger volume of traffic 
than a weekend or a holiday. At this moment, the travel speed is 
very fast during the three types of days, while more people travel (to 
work) on a weekday than a holiday. When time goes to 8-10am 
(i.e., Beijing’s morning rush hours on workdays), however, the 
travel speed decreases significantly on a weekday, reducing the 
traffic volume that can pass a road segment. The weekend and 
holiday have a similar decreasing trend, but do not drop 
tremendously, because the travel speed is not that slow from 8am to 
10am. After morning rush hours, the travel speed increases, leading 
to an increase of the traffic volume. Then, we see the decreasing 
pattern repeats in evening rush hours, 5-7pm, during a weekday.  
After evening rush hours, the traffic volume increases again with 
the increase of the travel speed on a weekday, until at later night 
when the traffic density decreases tremendously (we do not show 
the traffic volume after 11pm in these figures as they are very small 
and quite similar to each other). The public holiday has a bigger 
traffic flow than the other two days, as a portion of people leave 
Beijing for vacation, which reduces the traffic density slightly but 
enhances the travel speeds on roads significantly.  

Figure 14 shows the total energy consumption of the entire road 
network per hour changing over time of day. For instance, from 12pm 
to 1pm, about 3,850,000 liters of gasoline are consumed by vehicles 
in Beijing. Supposing there are 2 million vehicles traveling on the 
road network in this time slot, each vehicle consumes 1.9 liter 
gasoline per hour, which is about 19 kilometers per hour. A peak 
occurs in this time slot due to the bigger traffic volume and travel 
speed. The reason a public holiday consumes more energy may lie in 
the fast travel speed and a farther distance that people would travel 
during holidays. 

Figure 15 presents the total emission of ܰ ௫ܱ  in Beijing’s road 
network, where weekends have the largest volume in the afternoon. 
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  Figure 13. The citywide traffic volume of Beijing           Figure 14. Citywide gas consumption                       Figure 15. Citywide NOx emission 

                 
Figure 16. Geo-distribution of Traffic Volume      Figure 17. Geo-distribution of energy consumption     Figure 18. Geo-distribution of NOx emission 

Beijing is running a traffic control policy based on the license ID 
of a car on workdays. As this policy does not apply to weekends 
and holidays, the number of people who travel by car is even 
bigger on a weekend. On public holidays, many people leave the 
city for vacation, therefore the emissions are not heavy. 
Combining Figure 14 and 15, we find that public holidays have 
more gas consumption but less emission than weekdays and 
weekends, i.e., the energy has been used in a cleaner way.  

Figure 16 visualizes the mean traffic volume (i.e., the average 
number of vehicles per minute) traversing every road segment in 
Beijing from 6am to 10pm on workdays. The road segments with 
relatively large volumes of traffic (marked red) are mainly located 
in the south (e.g., the southern segments of the fifth ring road) and 
some highways spreading towards rural areas. As the major 
business and entertainment areas are located in the northern and 
central part of Beijing, the average travel speed in these places are 
generally slower than the southern part. The slow speed reduces 
the traffic volume on corresponding road segments. The traffic 
volume on the northern segment of the fourth ring road is 
relatively larger than other road segments in the north part, which 
well matches our commonsense knowledge. Figure 17 presents 
the average energy consumption of vehicles on each road segment 
per hour, from 6am-10pm. As the total energy consumption 
depends on both travel speed and traffic volume, some road 
segments marked red in Figure 16 become green in Figure 17. 
Given this kind of visualization, urban planners and transportation 
authorities can identify the road segments that have wasted 
unnecessary energy (e.g., a road segment with small traffic 
volume while having a large energy consumption), therefore 
informing future urban planning. Figure 18 displays the total ܰ ௫ܱ 
emission on road segments per hour in the same time slot, where 
the ring roads and highways have more emissions. When the 
emission on some road segments exceeds a threshold, we can send 
alerts to people passing by or living around. The information can 
also guide drivers for finding the best route in terms of the energy 
consumption, air quality, and travel time. 

5. RELATED WORK 
5.1 Traffic Condition Modeling 
Traffic modeling on individual roads: Conventional methods use 
traffic monitoring cameras (usually combined with a speedometer) 
to observe speed and volume data where relevant instrumentation is 
installed. This kind of approach usually employs a Fundamental 
Diagram [1, 3] to learn a specific relation among travel speed, 
traffic density, and volume for a particular road, from a large 
amount of data collected by the camera and speedometer. As the 
number of vehicles traversing a road may not be perfectly detected 
by using automatic computer vision algorithms, in most cases, 
human effort is needed to count the vehicles so as to generate 
training data for the fundamental diagram. Consequently, this kind 
of methods is difficult to scale up to an entire city, let alone the 
limited coverage of traffic monitoring camera and speedometers. 
Later, in-road loop sensors are widely deployed to detect both travel 
speed and traffic volume. The rich data enables sophisticated 
modeling to simulate traffic status between the instrument [7, 13], 
or predict future traffic status [5], for a specific road where the 
device is installed. Unfortunately, the majority of these models do 
not incorporate the correlation between the traffic conditions of 
different road segments (especially those that are geospatially 
disconnected), when estimating the traffic on a road segment.  Some 
methods [5] model several connected road segments simultaneously 
with a Markov Model. However, applying these methods to the 
entire road network will result in a huge model that has very poor 
efficiency and big issues with training parameters. Additionally, the 
coverage of loop-sensor systems is also limited due to the high 
expense for device installation and maintenance. 

Traffic modeling on a road network: Recently, more traffic 
modeling systems have turned to using Floating Car Data [10, 15], 
which is generated by vehicles traveling around a city with a GPS 
sensor. The trajectories of these vehicles will be sent to a central 
system and matched onto the road network for deriving speed on 
road segments. However, due to the uneven distribution of the 
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probing vehicles as well as the low sampling rate of GPS data (e.g., 
one point per minute), many road segments are not covered by any 
trajectory [17]. To address this problem, some interpolation-based 
methods, such as KNN and Kriging [18], have been proposed to 
infer the traffic conditions of a road segment based on the values of 
its spatial neighbors. More advanced methods model the traffic 
conditions on a road network with a road-time matrix, where each 
entry stands for the traffic conditions at a specific road segment and 
in a particular time slot. These methods then adopt Compressive 
Sensing-based algorithms [16, 17] to fill in the missing entries in the 
matrix. The interpolation-based methods consider the spatial 
correlation among different locations’ traffic conditions, and the 
compressive sensing-based approach considers both spatial and 
temporal correlations. Unlike these methods, our model 
incorporates two additional (but very helpful) correlations from 
extra data sources. One is the correlation between road segments in 
terms of their geographic features, such as the length, POI 
distributions, and number of connections, learned from road 
network and POI datasets. The geographic features capture the local 
and global similarity between two road segments simultaneously. 
The other is the correlation between the current and historical traffic 
conditions, learned from historical trajectories over a period of time. 
Extensive experiments validate the contribution of these 
correlations beyond the original correlation solely learned from the 
road-time matrix.  

5.2 Energy and Emission Estimation 
Vehicular fuel consumption and pollutant emission is a critical 
environmental issue nowadays. [9] studies the empirical relation 
between traffic emissions and travel speed as well as the 
acceleration for a single vehicle. [2] exploited a framework 
similar to ours to estimate macroscopic pollutant emissions. The 
main concern with this method is the use of the historical average 
to deal with the aforementioned data sparsity problem. 
Consequently, irregular conditions (e.g., congestions caused by 
accidents) are not well captured. In addition, it applies a 
homogeneous FD to different roads in the same cluster, which has 
been compared with our method as a baseline (FD-SC). 

There also exist crowdsensing-based approaches [4, 12] that sense 
environmental data using people or vehicles carrying air quality 
sensors. These methods cannot bypass the data sparsity problem 
either when scaling up to a citywide application, as the number of 
sensors is even smaller than the number of GPS-equipped vehicles. 
These approaches also do not answer the questions, such as how 
much pollutant is generated from traffic.  

6. CONCLUSION 
In this paper, we instantly infer the traffic volume, energy 
consumption, and the emissions of vehicles traveling on a city’s 
road networks, based on the GPS trajectories received from a 
sample of vehicles, e.g., GPS-equipped taxicabs, in current time 
slot and over a period of history. The knowledge derived from our 
research can enable many valuable applications for social good, 
such as timely road-level pollution alerts, monitoring citywide 
traffic conditions, improving urban planning, and helping study 
the root cause of air pollution. This is a very challenging problem, 
however, considering its efficiency, effectiveness, and scalability. 
We address this problem through a three step approach, where we 
first propose TSE model to compute the travel speed on each road 
segment based on incomplete trajectory data, then infer the 
volume of a road segment by using TVI model, and finally 
calculate the energy consumption and pollution emission based on 
the inferred travel speed and traffic volume. We evaluate our 
approach based on extensive experiments that use GPS 

trajectories generated by over 32,000 taxicabs over a period of 
two months. The results demonstrate the effectiveness, efficiency 
and scalability of our method, which outperforms baseline 
approaches, such as Linear Regression, Fundamental Diagram, 
and Kriging. Using five cores of a server, we can grasp the traffic 
conditions, energy consumption, and emissions of the past 10 
minutes throughout Beijing’s road network within 1 minute.   
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